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The exact stationary solutions of the averaged equations of stochastically and
harmonically excited n-degree-of-freedom quasi-linear systems with m internal and/or
external resonances are obtained as functions of both n independent amplitudes and m
combinations of phase angles. To make the solutions more general, the equivalent
stochastic systems of the averaged equations are obtained by using the differential forms
and exterior differentiation. By considering the periodic boundary conditions with respect
to m combinations of phase angles, the probability potentials of the exact stationary
solutions of the equivalent stochastic systems are expanded into an m-fold harmonic series
of m combinations of phase angles, and the exact stationary solutions are obtained for the
case where the averaged equations belong to the class of stationary potential. Two examples
are given to illustrate the application of the proposed procedure.
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1. INTRODUCTION

The stochastic averaging method was first proposed by Stratonovich [1] and widely
accepted by random vibration community after the stochastic averaging theorems were
established by Khasminskii [2] and Papanicolaou and Kohler [3]. In the past three decades,
the stochastic averaging method has been extensively applied to prediction of response,
decision of stability and estimation of reliability of non-linear systems subject to wide band
random excitations. Comprehensive reviews attesting to the success of the stochastic
averaging method in random vibration have been written by Roberts and Spanos [4] and
Zhu [5, 6].

The stochastic averaging method was mostly successfully applied to single-degree-of-
freedom (SDOF) quasi-linear systems without resonance. In this case, the averaged
Fokker–Planck–Kolmogorov (FPK) equation is one-dimensional and can always be
solved to yield the stationary probability density of the response. In other cases, i.e., for
multi-degree-of-freedom (MDOF) quasi-linear stochastic systems and for SDOF
quasi-linear stochastic systems with external resonance, the stochastic averaging method
was not so successful, since in these cases it is difficult to obtain the stationary solutions
of the averaged FPK equations.

In the case of combined harmonic and random excitations, the stochastic averaging
method was usually used for obtaining the stability conditions for statistical moments of
stochastic systems [7–11]. Recently, the exact stationary solution to the averaged FPK
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equations of SDOF quasi-linear stochastic systems with external resonance was obtained
by Lin and Cai [12, 13].

On the other hand, the stochastic averaging method was generalized recently by Zhu
et al. [6, 14] to the case of MDOF quasi-integrable Hamiltonian systems, of which MDOF
quasi-linear systems are a subclass. It has been shown that the dimension of the averaged
equations depends upon the number of resonant relations in the Hamiltonian systems. For
an n-DOF non-resonant Hamiltonian system, the dimension of the averaged equations is
n, i.e., n equations for n action variables. In this case, the averaged equations may belong
to the stationary potential and the stationary solutions may be obtained rather easily. For
an n-DOF resonant Hamiltonian system with m resonant relations, the dimension of the
averaged equations is n+m, i.e., n equations for n action variables and m equations for
m combinations of angle variables. The stationary solutions of the averaged equations in
this case remain to be obtained.

MDOF stochastic systems with internal and/or external resonances often occur in
engineering. In the present paper, stochastically and harmonically excited MDOF
quasi-linear stochastic systems with internal and/or external resonances are examined.
First, the averaged equations are derived. Then the equivalent stochastic systems of the
averaged equations are obtained by using differential forms and exterior differentiation.
After that, the exact stationary solutions to the equivalent systems are obtained. Finally,
two examples are shown to illustrate the application of the proposed procedure.

2. AVERAGED STOCHASTIC SYSTEMS

Consider an n-DOF quasi-linear stochastic system whose equations of motion are of the
following form

X� i + v̄2
i Xi = oqi (x, ẋ)+ ofij (x, ẋ) sin (njt+ uj )+ o1/2gik (x, ẋ)jk (t)

i=1, 2, . . . , n; j=1, 2, . . . , s; k=1, 2, . . . , r, (1)

where Xi denote the normal co-ordinates of free vibration of the system; v̄i are the natural
frequencies; o is a positive small parameter; jk (t) are weakly stationary wide band random
processes with zero mean value and correlation functions E[jk (t)jl (t+ t)]=Rkl (t) or
spectral densities Skl (v); oqi (x, ẋ) represent linear and/or non-linear damping forces;
ofij (x, ẋ) and o1/2gik (x, ẋ) are the amplitudes of harmonic and random excitations,
respectively. It is assumed that the damping and harmonic excitations are of the order of
o and the random excitations are of the order of o1/2. Thus, their contributions to the system
response are of the same order. In this paper, the Einstein convention on repeated indices
is adopted.

When new parameters vi are introduced, where vi − v̄i = o(o), equation (1) can be
rewritten as follows

X� i +v2
i Xi =(v2

i − v̄2
i )Xi + oqi (x, ẋ)+ ofij (x, ẋ) sin (njt+ uj )+ o1/2gik (x, ẋ)jk (t)

i=1, 2, . . . , n; j=1, 2, , . . . , s; k=1, 2, . . . . , r. (2)

Introduce van der Pol transformations

Xi =Ai cos Fi , X� i =−viAi sin Fi , Fi =vit+8i , i=1, 2, . . . , n, (3)

where Ai and 8i are the amplitude and phase of the normal co-ordinate Xi , respectively.
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When equation (3) is substituted into equation (2), equation (2) becomes

A� i =−(1/vi ){(v2
i − v̄2

i )Ai cos Fi + o[qi (A, F)

+ fij (A, F) sin (njt+ uj )]+ o1/2gik (A, F)jk (t)} sin Fi

8̇i =−(1/Aivi ){(v2
i − v̄2

i )Ai cos Fi + o[qi (A, F)+ fij (A, F) sin (njt+ uj )]

+ o1/2gik (A, F)jk (t)} cos Fi , i=1, 2, . . . , n, (4)

where

qi (A, F)= qi (A1 cos F1, −v1A1 sin F1, . . . , An cos Fn , −vnAn sin Fn ),

fij (A, F)= fij (A1 cos F1, −v1A1 sin F1, . . . , An cos Fn , −vnAn sin Fn ),

gik (A, F)= gik (A1 cos F1, −v1A1 sin F1, . . . , An cos Fn , −vnAn sin Fn ).

The averaged Itô equations can be obtained by applying the stochastic and deterministic
averaging to equation (4). The dimension and form of the averaged equations depend upon
whether internal and/or external resonances are present in the system.

2.1.   /  

In this case, the harmonic excitations can be ignored. Based on the Stratonovich–
Khasiminskii limit theorem, vector A= {A1, A2, . . . , An} converges in probability to an
n-dimensional diffusion Markov process as o:0 in a time interval 0E tET, where
T0 0(o−1). The averaged Itô equations for Ai (i=1, 2, . . . , n) are of the following form

dAi = omi (A) dt+ o1/2sik (A) dBk (t), i=1, 2, . . . , n, k=1, 2, . . . , l, (5)

where Bi (t) are independent unit Wiener processes.

2.2.   /  

Internal and/or external resonances may occur in the system when some of the natural
frequencies vj and harmonic excitation frequencies nj satisfy the resonant relationships

lijvj + niknk =0 or lijv̄j + niknk =0(o),

i=1, 2, . . . , m, j=1, 2, . . . , n, k=1, 2, . . . , s, (6)

where lij and nik are positive or negative integers.
Internal resonances do occur in the system when some of the natural frequencies v̄j

satisfy the resonant relationships (6) with nik =0 and the corresponding damping terms
oqi (x, ẋ) satisfy certain conditions. For example, internal resonance occurs when
v̄i − v̄j =0(o), qi (x, ẋ)= axj + bẋj and qj (x, ẋ)= cxi + dẋi (a, b, c, d are constants).
External resonances do occur when one of the harmonic excitation frequencies is near
certain linear combinations of the natural frequencies and the corresponding coefficients
fij (x, ẋ) satisfy certain conditions. For examples, external resonance occurs when
v̄i − nj =0(o) and fij (x, ẋ) is constant, or v̄i −2nj =0(o) and fij (x, ẋ)= axi + bẋi where a
and b are constants.

Assume that there are m resonant relations of the form of equation (6) and qi (x, ẋ) and
fij (x, ẋ) satisfy the corresponding conditions. So the resonances do occur in the system.
Introduce m combinations of phase angles

Cu = luj8j + nukuk , u=1, 2, . . . m, j=1, 2, . . . , n, k=1, 2, . . . , s. (7)
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It can be shown that, in this case, A and C converge to a (n+m)-dimensional diffusion
Markov process as o:0 in a time interval 0E tET, where T0 0(o−1). The averaged Itô
equations are of the following form

dAi = omi (A, C) dt+ o1/2sik (A, C) dBk (t),

dCu = omu (A, C) dt+ o1/2suk (A, C) dBk (t),

i=1, 2, . . . , n, u=1, 2, . . . , m, k=1, 2, . . . , 2l. (8)

The reduced averaged FPK equation governing stationary probability density p(a, c) is
then given by

−
1

1ai
(mip)−

1

1cu
(mup)+

1
2

12

1ai1aj
(bijp)+

12

1ai1cu
(biup)+

1
2

12

1cu1cn

(bunp)=0 (9)

where

bij = siksjk , biu = siksuk , bun = suksnk. (10)

3. EQUIVALENT FPK EQUATIONS

Two reduced FPK equations are said to be equivalent if they have the same stationary
solution. To obtain a more general exact stationary solution of equation (9), one first
identifies a group of equivalent FPK equations which are equivalent to the system in
equation (9) by using exterior differentiation [15, 16]. equation (9) can be rewritten as

(1/1yl )Jl =0 (11)

where yl and Jl stand for ai and Ji for l=1, 2, . . . , n and, for cu and Ju for
l= n+1, n+2, . . . , n+m, and

Ji =mip− 1
2(1/1aj )(bijp)− 1

2(1/1cu )(biup), Ju =mup− 1
2(1/1ai )(biup)− 1

2(1/1cn )(bunp),

i=1, 2, . . . , n; u=1, 2, . . . m. (12)

Equation (11) can be further rewritten as

da=0 (13)

where d denotes the exterior differential operation and

a= s
n+m

l=1

Jl (−1)l−1 dy1g· · ·gdŷlg· · ·gdyn+m (14)

is called the (n+m−1) form. In equation (14), g denotes the Wedig product and
dŷl means that this term vanishes. The Poincaré lemma for differential forms is of the
form [16]

ddb=0, (15)

where b is an arbitrary r form. Let b be an arbitrary (n+m−2) form. Adding equation
(15) to equation (13) leads to

d(a+db)=0, (16)
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where

b= s
iQ l 0 s

n+m

l=1

bil (−1)i+ l−3 dy1g· · ·gdŷi · · ·gdŷlg· · ·gdyn+m1,

db= s
n+m

l=1 0 s
n+m

i=1

1b*il
1yi 1(−1)l−1 dy1g· · ·gdŷlg· · ·gdyn+m , b*il =−b*li =−bil .

(17)

Let

b*il =−gilp/2 (18)

where gil is an arbitrary antisymmetric functional matrix. Then one obtains a group of
reduced FPK equations

(1/1yl )J*l =0, (19)

which are equivalent to equation (11). In equation (19)

J*l = Jl − 1
2(1/1yi )(gilp), l=1, 2, , . . . , n+m; i=1, 2, . . . , n+m. (20)

Equation (19) is solved subject to the following boundary conditions

J*j (a, c)=0, a1 + a2 + · · ·+ an:a, ( j=1, 2, . . . , n),

J*u (a, c1 + k1T1, . . . , cm + kmTm )= J*u (a, c), (u=1, . . . , m), (21)

where Tu are periods of cu and ku are integers.
Note that the reduced FPK equations (11) and (19) are essentially the same since

gil =−gli . Instead of reduced FPK equation (11), the equivalent FPK equation (19) is
solved in the following section.

4. STATIONARY SOLUTION

Noting the non-negativity of probability density p and the boundary conditions in
equation (21), the solution to reduced FPK equation (19) is assumed to be of the form

p=C e−l(a1,a2,...,an,c1,c2,...,cm ), (22)

where C is a normalization constant and l is the probability potential. Assume that mi ,
mu , bij , biu , bun , gil in equation (19) and l can be expanded into an m-fold Fourier series
with respect to cu . A representative of these expansions is of the form

f= f0(a1, . . . , an )+ s
a

r=1

s
=p== r

[fP (a1, . . . , an ) cos (P, 8)+ f�P (a1, . . . , an ) sin (P, 8)], (23)

where f stands for mi , mu , bij , biu , bun , gil and l. P=( p1, p2, . . . , pm ), pj , j=1, m are positive
or negative integers, =P ==am

j=1 =pj = and (P, 8)=am
j=1 pj8j .

Inserting the Fourier expansions mi , mu , bij , biu , bun , gil and l of the form of equation
(23) into equation (19), one obtains equations for the coefficients lp and l�p of the Fourier
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expansions of probability potential l. In the special case of bij = bij0, biu = biu0, bun = bun0 and
gil = gil0, one obtains the equations of the form:

(bij0 + gij0)
1l0

1aj
=

1(bij0 + gij0)
1aj

−2mi0, (bij0 + gij0)
1lP

1aj
+ pul�P (biu0 + giu0)=−2mP ,

(bij0 + gij0)
1l�P

1aj
− pulP (biu0 + giu0)=−2m̄P , s

m

u=1 01aI
u

1cu
− aI

u
1l

1cu1=0,

i=1, 2, . . . , n; u=1, 2, . . . , m; =P ==1, 2, . . . , a, (24)

where

aI
u =mu + 1

2(biu0 + giu0)
1l

1ai
+ 1

2(bnu0 + gnu0)
1l

1cn

− 1
2

1(biu0 + giu0)
1ai

(25)

If compatible l0, lP and l�P can be obtained from equation (24), the stationary solution
of the averaged system governed by equation (19) is obtained by substituting
l(a1, . . . , an , c1, . . . , cm ) into equation (22).

5. EXAMPLES

5.1.  1
As the first example of application, consider a linear oscillator with harmonic excitation

of the stiffness parameter and external excitation of the wide band stationary process. The
equation of motion is

X� +2zv̄X� + v̄2[1+ f sin (2nt)]X= j(t), (26)

where j(t) is a wide band stationary random process with spectral density S(v). z, f are
of order o and j(t) is of order o1/2. When v̄ − n= o(o), external resonance occurs in the
system. Equation (26) can be rewritten as follows

X� + n2X=−2zv̄X� +(n2 − v̄2)X− fv̄2 sin (2nt)X+ j(t). (27)

Let X=A cos F, X� =−nA sin F, F= nt+8. Following the procedure in section 2, one
obtains the following set of averaged Itô equations for A and c by using stochastic and
deterministic averaging.

dA=[−zv̄A+ zv̄rA cos (2c)+ pK/A] dt+z2pK dB1(t),

dc=[−s− zv̄r sin (2c)] dt+(z2pK/A) dB2(t), (28)

where c=8, s=(y2 − v̄2)/2y, r= v̄f/4zy, K=S(n)/2y2 and Bi (t) are independent unit
Wiener processes. Then following the procedure in section 4, l and gil are assumed to be
of the form

l(a, c)= l0(a)+ l2(a) cos (2c)+ l�2(a) sin (2c),

l12(a, c)=−g21(a, c)= d/a, (29)

where d is an arbitrary constant. Substituting equation (29) into equation (24), one obtains
d= pKs/zv̄ and the joint probability density of the amplitude a and the phase c

p(a, c)= (zv̄z1− m2/2p2K)a exp{−(zv̄a2/2pK)[1− m cos (2c−2c0)]} (30)
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where

cos (2c0)=1/z1+ h2, sin (2c0)= h/z1+ h2, m= r/z1+ h2, h= s/zv̄.

Exact stationary solution (30) is the same as that given by Lin and Cai [13].
When the damping in equation (26) is a non-linear function of X, X� , the exact stationary

solution of the stochastically averaged equation can be obtained only for very special case
in which the frequency of the parametrically harmonic excitation is exactly tuned to the
natural frequency of the system.

5.2.  2
As the second example of application, consider a stochastically excited system of two

coupled linear oscillators and two van der Pol oscillators. This system has been studied
by Hall and Iwan [17] in the case when stochastic excitation is absent. The equations of
motion are

X� 1 + v̄2
1X1 = a1X� 3 + b1X3 − m1X� 1 + j1(t), X� 2 + v̄2

2X2 = a2X� 4 + b2X4 − m2X� 2 + j2(t),

X� 3 + v̄2
3X3 = x1X� 1 + d1X1 − ( p1X� 2

3 + q1X� 2
4 − h1)X� 3 + j3(t),

X� 4 + v̄2
4X4 = x2X� 2 + d2X2 − ( p2X� 2

4 + q2X� 2
3 − h2)X� 4 + j4(t) (31)

where the first two equations represent the response of two adjacent modes of structure
and the last two equations represent the influence of the shed vortices coupled to the two
modes. ai , bi , xi , di , mi , hi , pi , qi (i=1, 2) are small constants of the same order of o and
v̄3 =1, v̄4 =1. ji (t) are weakly independent stationary wide band random processes with
zero mean value and spectral densities Si (v), which are of the same order of o. The internal
resonances do occur in the system when v̄1 −1= o(o), v̄2 −1= o(o). Following the
procedure in section 2, the following set of averaged equations for Ai and ci were obtained
by using stochastic and deterministic averaging.

dAi = 1
2(−miAi + aiA2+ i cos ci − biA2+ i sin ci + pKi /Ai ) dt+z2pKi dBi (t),

dA2+ i = 1
2{−hiA2+ i + xiAi cos ci + diAi sin ci −(3p2

i /4)A3
2+ i

−(qi /4)[2+ cos (2c3)]A2
3A2

4 /A2+ i + pK2+ i /A2+ i} dt+z2pK2+ i dB2+ i (t),

dci = 1
2[−si −(aiA2+ i /Ai + xiAi /A2+ i ) sin ci −(biA2+ i /Ai − diAi =A2+ i ) sin ci

+(−1)i+1(qi /4)A2
5− i sin (2c3)] dt+(z2pKi /Ai ) dB4+ i (t)

−z2pK2+ i /A2+ i dB6+ i (t),

dc3 = 1
2[(A1/A3)(−x1 sin c1 + d1 cos c1)+ (A2/A4)(−x2 sin c2 + d2 cos c2)

+ 1
4(q1A2

4 + q2A2
3 ) cos (2c3)]+ (z2pK4/A4) dB8(t)

− (z2pK3/A3) dB7(t), i=1, 2, (32)

where

Ki =Si (1)/2, (i=1, 4); si =1− v̄2
i (i=1, 2);

ci =8i −82+ i , (i=1, 2); c3 =84 −83.
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Then following the procedure in section 4, one may assume that l, gil are of the following
form

l= l0(a1, . . . , a4)+ s
2

k=1

[l1k (a1, . . . , a4) cos ck + l�1k (a1, . . . , a4) sin ck ]

+ l23(a1, . . . , a4) cos (2c3)+ l�23(a1, . . . , a4) sin (2c3),

g15 =−g51 = d1/a1, g26 =−g62 = d2/a2, (33)

where d1 and d2 are arbitrary constants. Substituting equation (33) into equation (24),
one obtains di =2pKisi /mi (i=1, 2). If the parameters satisfy the following conditions

q1

K3
=

q2

K4
,

xi

pK2+ i
=

pKiai + dibi

p2k2
i + d2

i
,

−di

pK2+ i
=

pKibi + diai

p2k2
i + d2

i
, (i=1, 2) (34)

the joint stationary probability density of the action variables Ii (Ii = 1
2a

2
i ) and cu is

p(I1, I2, I3, I4, c1, c2, c3)=C exp{−z1I1 − z2I2 + z3I3 + z4I4 − z7I2
3 − z8I2

4

+ z5zI1I3cos (c1 +c10)+ z6zI2I4 cos (c2 +c20)

−2z9I3I4[2+cos (2c3)]}, (35)

where C is a normalization constant, and

zi = mi /2pKi , z2+ i = hi /2pK2+ i , z4+ i =zx2
i + d2

i /2pK2+ i ,

z6+ i =3pi /8pK2+ i , z9 = q1/8pK3,

cos ci0 = xi /zx2
i + d2

i , sin ci0 =−di /zx2
i + d2

i , (i=1, 2).

At the extreme points of the probability density (35), one has

4z2
1I0

1 = z2
5I0

3 , 4z2
2I0

2 = z2
6I0

4 , c0
1 =−c10, c0

2 =−c20, c0
3 = p/2 (36)

The extreme points of the probability density (35) coincide with that of the
stable stationary solutions of the deterministic system [17]. It means that the probability
density (35) describes the diffusion of the stable stationary solutions of the deterministic
system.

The property of probability density (35) is mainly determined by the coefficients of the
second order terms of Ii in the exponent function. The second invariant of the second order
terms is of the form

J2 = (1/64p2K3K4){9p1p2 − q1q2[2+cos (2c3)]2} (37)

J2 q 0,=0 and Q0 correspond to whether the second order terms are elliptic, parabolic
and hyperbolic function, respectively. J2 =0 is associated with the bifurcation point in the
sense of probability and the bifurcation point is the same as that of the deterministic
bifurcation [17]. To demonstrate the difference in probability densities between the cases
of J2 q 0 and J2 Q 0, the marginal probability density of I3 and I4 are shown in Figure 1
(J2 q 0) and Figure 2 (J2 Q 0) where Figure 1(a) and Figure 2(a) represent the analytical
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Figure 1. Probability density p(I3, I4) in example 2. v̄i =1·0; pki =0·01, (i=1, 2, 3, 4);
ai = bi = xi =−di =0·04; mi =0·06; hi = pi =0·05; qi =0·02, (i=1, 2). (a) Analytical solution; (b) digital
simulation.

results while Figure 1(b) and Figure 2(b) are those from digital simulation. The analytical
solution of the probability density p(I3, I4) is obtained from equation (35) as follows

p(I3, I4)=g
a

0 g
a

0 g
2p

0 g
2p

0 g
2p

0

p(I1, I2, I3, I4, c1, c2, c3) dc1 dc2 dc3 dI1 dI2 (38)

It is seen from Figures 1 and 2 that the analytical results agree well with those from digital
simulation. For the case of J2 q 0, the marginal probability density p(I3, I4) has only one
peak where the action variables I3 and I4 are not small. Taking account of the conditions
(36) at the extreme point, one can imagine that the stationary probability density (35) also
has one peak where the action variables I1, I2, I3, I4 are not small, it means that the response
of the structure is the combination of the two modes. For the case of J2 Q 0, the marginal
probability density p(I3, I4) consists of two peaks where one of the action variables I3 and
I4 is small. Taking account of the conditions (36) at the extreme point, one can imagine
that the stationary probability density (35) also has two peaks where the action variables
I1 and I3 or I2 and I4 are small. It means that the response of the structure is in one of
the two modes.

6. CONCLUDING REMARKS

For stochastically and harmonically excited MDOF quasi-linear systems with internal
and/or external resonances, the exact stationary solutions of the averaged equations have
been obtained as functions of both n independent amplitudes and m combinations of phase

Figure 2. Probability density p(I3, I4) in example 2. The parameters are the same as in Figure 1 except qi =0·3,
(i=1, 2). (a) Analytical solution; (b) digital simulation.
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angles. The probability potentials of the exact stationary solutions are expanded into a
m-fold harmonic series of m combinations of phase angles because of the periodic
boundary conditions with respect to m combinations of phase angles. To make the solution
more general, the equivalent stochastic systems of the averaged equations have been
obtained by using the differential forms and exterior differentiation. For the special case
in which the averaged equations belong to the class of stationary potential and the second
moments of the averaged equations are functions of n independent amplitudes, the exact
stationary solutions have been obtained for two examples with external and internal
resonances, respectively, and the analytical results agree well with those from digital
simulation. In the general case, although it is very difficult to obtain the exact stationary
solutions of the averaged equations, the approximate stationary solutions may be obtained
for a set of residual harmonic series.
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